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Exercise 1

What is the most likely sequence z7.;. given x1.7, for some Tp <717

(imagine you only hear the first few words of a sentence)

@ Is it the first Ty outputs of the Viterbi algorithm (with all data)?

Seunny (1) = 0.25

6s\mny(2) =0.1

Orainy (1) = 0.4

Jsunny (3) = 0.04

Orainy(2) = 0.19

Orainy (3) = 0.042

The answer for Ty = 3 is: rainy, rainy, sunny?

Sy (4) = 0,946
ain_y(4) =0.
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-
Exercise 1
What is the most likely sequence z7.;. given x1.7, for some Tp <717
(imagine you only hear the first few words of a sentence)
@ Is it the first Ty outputs of the Viterbi algorithm (with all data)?

No. It should be
° zy, = argmax, 6(70)

o foreacht =Tp,...,2: 2z | = Az;‘(t)

Jsunny (1) = 0.25 Osumny(2) = 0.1 Jsunny (3) = 0.04 Shany (4) = 0.046
Orainy (1) = 0.4 Orainy(2) = 0.19 Orainy (3) = 0.042 Ciny(4) = 0.

The answer for Ty = 3 is:  “sunny, sunny, rainy”
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Exercise 2

What is the most likely sequence Zik:To given x1.p for some Ty < 17
(imagine you hear a sentence but only care about the first few words)

@ Is it the same as Exercise 17

@ Is it the first Ty outputs of the Viterbi algorithm (with all data)?
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Exercise 2

What is the most likely sequence Zik;To given x1.p for some Ty < 17
(imagine you hear a sentence but only care about the first few words)

@ Is it the same as Exercise 17

@ Is it the first Ty outputs of the Viterbi algorithm (with all data)?

Neither. It should be
o zy = argmax, ds(1o)3s(7o)

o foreacht =Tp,...,2: 2/ 1 = A, (1)
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Exercise 2 (cont.)

Reasoning:

* — — JR—
21, = arginax z{r;axl P(Zp, = s, Z1.1y—1 = 21:19y—1, X1.T = T1.T)
H 07



Exercise 2 (cont.)

Reasoning:
*
27, = argmax max P(Zp, = s, Z1.1y—1 = 21:19y—1, X1.T = T1.T)
s 1:Ty—1

= argmax max P(Zry = s, Z1.1,-1 = 21:19—1, X1:1p = T1:1,) X
s 1:Ty—1

P(Xt1y11,7 = 219417 | Z10 = 8, Z1:T9—1 = 21:T9—1, X1:Tp = T1.Ty)



Exercise 2 (cont.)

Reasoning:
*
27, = argmax max P(Zr, = s, Z1.1y-1 = 21:19—1, X117 = T1.T)
s 1:Ty—1

= argmax max P(Zry = s, Z1.1,-1 = 21:19—1, X1:1p = T1:1,) X
s 1:Tp—1

P(XT0+1,T = mTo+1:T | ZTO =S, Zl:Tofl = Zl:ToflaXltTo = xl:To)
= argmax (zmax P(Zr, = s, Z1.19-1 = 21191, X1:10 = xl:To)) X
S 1:Tp—1

P(XT0+17T = TTp+1:T ‘ Zr, = s)
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Exercise 2 (cont.)

Reasoning:

*
27, = argmax max P(Zr, = s, Z1.1y-1 = 21:19—1, X117 = T1.T)
s 1:Tp—1

= argmax max P(Zry = s, Z11-1 = 21:19-1, X119 = T1.15) X
s 1:Tp—1
P(XT0+1,T = mTo+1:T | ZTO =S, Zl:Tofl = Zl:ToflaXltTo = xl:To)

= argmax (zmax P(Zr, = s, Z11y-1 = 21:19-1, X1:1 = wl:To)) X
S 1:Tp—1

P(Xry+1,1 = 2ry41:1 | Z1y = 8)
= argmax 04(70)8s(To)
S

4/7



Exercise 3

What is the most likely sequence 27, given xy.7, for some Ty < 17
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hear the first few words but want to recover the full sentence)



Exercise 3

What is the most likely sequence 2}, given z.7, for some Ty < T? (only
hear the first few words but want to recover the full sentence)

o Is it the same as the Viterbi algorithm (with all data)?
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What is the most likely sequence 2}, given z.7, for some Ty < T? (only
hear the first few words but want to recover the full sentence)

o Is it the same as the Viterbi algorithm (with all data)?

@ Are the first T states the same as Exercise 17

5/7



Exercise 3

What is the most likely sequence 2}, given z.7, for some Ty < T? (only
hear the first few words but want to recover the full sentence)

o Is it the same as the Viterbi algorithm (with all data)?

@ Are the first T states the same as Exercise 17

Again, neither is true.
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Exercise 3 (cont.)

Viterbi Algorithm with partial data 1.7,
For each s € [S], compute (1) = T5bs 4, .




Exercise 3 (cont.)

Viterbi Algorithm with partial data 1.7,
For each s € [S], compute (1) = T5bs 4, .
Foreacht=2,...,T,

e for each s € [S], compute

55 (t) _ {bs,mt maXg/ as/7565/ (t — 1) if t S TO




Exercise 3 (cont.)

Viterbi Algorithm with partial data 1.7,
For each s € [S], compute (1) = T5bs 4, .
Foreacht=2,...,T,

e for each s € [S], compute

bs,z, MaXy Gy 5O (t—1) ift<Ty
ds(t) =
maxy ag 50y (t — 1) else




Exercise 3 (cont.)

Viterbi Algorithm with partial data 1.7,
For each s € [S], compute (1) = T5bs 4, .
Foreacht=2,...,T,

e for each s € [S], compute

55 (t) _ {bs,mt maXg/ as/7565/ (t — 1) if t S TO

maxy ag 50y (t — 1) else

Ag(t) = argmax ay 0y (t — 1).

Sl




Exercise 3 (cont.)

Viterbi Algorithm with partial data 1.7,
For each s € [S], compute (1) = T5bs 4, .
Foreacht=2,...,T,

e for each s € [S], compute

55 (t) _ {bs,mt maXg/ as/7565/ (t — 1) if t S TO

maxy ag 50y (t — 1) else

Ag(t) = argmax ay 0y (t — 1).

Sl

Backtracking: let 2} = argmax, 0,(T).




Exercise 3 (cont.)

Viterbi Algorithm with partial data 1.7,
For each s € [S], compute (1) = T5bs 4, .
Foreacht=2,...,T,

e for each s € [S], compute

55 (t) _ {bs,zt maXg/ a/s/7565/ (t — 1) if t S TO

maxy ag 50y (t — 1) else

Ag(t) = argmax ay 0y (t — 1).

s/

Backtracking: let 2} = argmax, 0,(T).
Foreacht =T,...,2: set z{ | = A«(?).

Output the most likely path 27, ..., 27.
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NN
Recap

Difference compared to “most likely path 27, given x1.7":

e most likely path 27, given 1.7,
e exact same ¢, A

o find the last state using d5(7p)

@ most likely path z{:TO given x1.1



|
Recap

Difference compared to “most likely path 2., given x1.7":

e most likely path 27, given 1.7,
e exact same ¢, A

o find the last state using (7o)

e most likely path 27, given z1.1
e exact same 6, A

o find the last state using d5(70)8s(To)
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Recap

Difference compared to “most likely path 2., given x1.7":

e most likely path 27, given 1.7,
e exact same ¢, A

o find the last state using (7o)

e most likely path 27, given z1.1
e exact same 6, A

o find the last state using d5(70)8s(To)

@ most likely path z7., given x1.7,
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Recap

Difference compared to “most likely path 2., given x1.7":

e most likely path 27, given 1.7,
e exact same ¢, A

o find the last state using (7o)

e most likely path 27, given z1.1
e exact same 6, A

o find the last state using d5(70)8s(To)

@ most likely path z7., given x1.7,

o different §, A
o find the last state using d(7T)
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|
Recap

Difference compared to “most likely path 2., given x1.7":

e most likely path 27, given 1.7,
e exact same ¢, A

o find the last state using (7o)

e most likely path 27, given z1.1
e exact same 6, A

o find the last state using d5(70)8s(To)

@ most likely path z7., given x1.7,

o different §, A
o find the last state using d(7T)

The rest of the backtracking is always the same: follow the arrows!
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