
CSCI 567 Discussion



• We will go through the 15 multiple-choice questions from the sample 
exam.

• For each question, 
• ~2 mins to read and think about the question.
• Then we will walk through the solution.





Answer: AB

• (C) is incorrect:
• The test set should not be used in training. It is reserved for final evaluation.
• To prevent overfitting: more training data, regularization, etc.

• (D) is incorrect:
• Logistic regression is used for classification.

Overfitting: 09/05 lecture slides, page 43; Logistic regression: 09/12 lecture slides, page 45.





Answer: CD

• (A): the single nearest neighbor is the ▲, so the prediction is ▲.

KNN: 08/29 lecture slides, page 45.



Answer: CD

• (B): the 3 nearest neighbors are ▲, ■, ▲, the prediction is ▲. 
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KNN: 08/29 lecture slides, page 45.



Answer: CD

• (C): the 3 nearest neighbors are ▲, ■, ■, the prediction is ■. 

2

KNN: 08/29 lecture slides, page 45.



Answer: CD

• (D): all the points are the neighbors: ●, ●, ▲,▲, ■, ■, ■, so the prediction is ■.

KNN: 08/29 lecture slides, page 45.





Answer: BCD

• (A) is incorrect:
• With L2 regularization (We have worked on this before in Homework 1 Problem 2)

• We found its closed form by setting the gradient of            to 0   

Least square solution: 09/05 lecture slides, page 20;

or



Answer: BCD

Least square solution: 09/05 lecture slides, page 20;

• (A) is incorrect:
• With L1 regularization:

• The absolute value          is not differentiable at              . (L1 is not differentiable at zero)



Answer: BCD

• (B) is correct:

• Explanation and examples can be found in 09/05 lecture slides, page 30.



Answer: BCD

• (C) is correct:

09/05 lecture slides, page 30.



Answer: BCD

• (D) is correct:

• Parameters are                   and  
• No matter how many samples you get, you are only estimating D+1 numbers.

09/05 lecture slides, page 35.





Answer: C

Perceptron: 09/12 lecture slides, page 18-19, 37-.

• (A) (B) are incorrect: 
• Even though 𝑤𝑤∗ = 0 is a minimizer of the perceptron loss,
• The algorithm’s update rule will move away from zero as soon as it sees data.
• The update rule keeps adjusting and does not guarantee a return to 0.



Answer: C

Perceptron: 09/12 lecture slides, page 18-19, 37-.

• (C) is correct: 
• The learning rate is a constant value 1 and it doesn’t decrease.
• This constant-step size SGD keeps bouncing and doesn’t settle at the minimizer. 



Answer: C

Perceptron: 09/12 lecture slides, page 18-19, 37-.

• (D) is incorrect: 
• The primary cause is the constant learning rate.





Answer: A
• (A) is correct: 

• SGD does not guarantee an escape from all saddle points.
• It may get stuck at flat saddle points.
• It may hover near saddle points for a long time before it eventually escapes.

• (B) is incorrect:

09/19 lecture slides, page 8



Answer: A

• (C) is incorrect:
• It is possible that SGD can get stuck at some saddle points. 
• The statement is not necessarily correct.

• (D) is incorrect:
• SGD converges to a stationary point that is not necessarily the global minimum.





Answer: ACD

• Vanishing gradient problem: during training, the gradients (used to update weights) become extremely small. 
• (A): derivative = 1 if a>0; derivative = 0 if a<0. For large negative inputs, derivative is 0.
• (B): derivative = 1 if a>0; derivative = 0.2 if a<0.
• (C): derivative is h(a) (1- h(a)). 

• For very large positive inputs, h(a) → 1, so derivative → 0.
• For very large negative inputs, h(a) → 0, so derivative → 0.

• (D): derivative is              , for very large positive (negative) inputs, ℎ 𝑎𝑎 2 → 1, derivative → 0.  





Answer: BC

• (A): incorrect.

• (B): correct. 

09/26 lecture slides, page 14; page 24-25

The theorem says you can 
approximate with such a neural 
net with certain size, but does 
not say there is a fixed-size that 
can approximate all. 



Answer: BC

• (C): correct.

09/26 lecture slides, page 22.



Answer: BC

• (D): incorrect.
• Can lead to overfitting.
• The goal is not to get perfect training accuracy, but to generalize well on unseen data.





Answer: B
• Input: 4 x 6 x 3, output: 3 x 4 x 10
• (A): incorrect, filter depth = 10, which does not match the 3 channel input.

09/26 lecture slides, page 43.



Answer: B
• Input: 4 x 6 x 3, output: 3 x 4 x 10. 
• (B):  Correct.

• Number of filters = 10, which matches the output depth 𝐷𝐷𝑜𝑜𝑜𝑜𝑜𝑜 10.
• Filter depth = 3, which matches the 3 channel input 𝐷𝐷𝑖𝑖𝑖𝑖.
• 𝑊𝑊𝑜𝑜𝑜𝑜𝑜𝑜 = 4+2∗1−2

2
+ 1 = 3, which matches the output W.

• 𝐻𝐻𝑜𝑜𝑜𝑜𝑜𝑜 = 6+2∗1−2
2

+ 1 = 4, which matches the output H.

09/26 lecture slides, page 43.



Answer: B
• Input: 4 x 6 x 3, output: 3 x 4 x 10. 
• (C):  incorrect.

• 𝑊𝑊𝑜𝑜𝑜𝑜𝑜𝑜 = 4+2∗2−2
2

+ 1 = 4, which does not match the output W.

• 𝐻𝐻𝑜𝑜𝑜𝑜𝑜𝑜 = 6+2∗2−2
2

+ 1 = 5, which does not match the output H.

• (D): incorrect.
• Number of filters = 1, which does not match the 10 output depth.

09/26 lecture slides, page 43.





Answer: B
• Convolution layer 1:

• Parameters = (3 * 3 * 3) * 8 = 216.
• There is no “+1” since we assume no bias/intercept terms used.

• Convolution layer 2:
• Parameters = (2 * 2 * 8) * 4 = 128
• Previous convolution layer output D is 8.

• Average pooling layer:
• Parameter = 0.

• 216 + 128 + 0 = 344.

Pooling: 09/26 lecture slides, page 45.





Answer: D

• Convolution layer 1:
• 𝑊𝑊𝑐𝑐𝑐 = 8+2∗1−3

1
+  1 =  8

• 𝐻𝐻𝑐𝑐1 = 8+2∗1−3
1

+  1 = 8
• 𝐷𝐷𝑐𝑐1 = 8

• Convolution layer 2:
• 𝑊𝑊𝑐𝑐2 = 8+2∗0−2

2
+  1 = 4

• 𝐻𝐻𝑐𝑐2 = 8+2∗0−2
2

+  1 = 4
• 𝐷𝐷𝑐𝑐2 = 4

• Average pooling layer:
• 𝑊𝑊𝑝𝑝 = 4+2∗0−2

2
+  1 = 2, 𝐻𝐻𝑝𝑝 = 4+2∗0−2

2
+  1 = 2, 𝑫𝑫𝒑𝒑 = 𝟒𝟒

•  Pooling does not change the depth.

(8,8,8)

(4,4,4)

(2,2,4)





Answer: A

Kernel functions: 09/19 lecture slides, page 39.



Answer: A

Kernel functions: 09/19 lecture slides, page 39.

1 x M M x 1 1 x M M x 1
where s is a scalar

Now we can use

By definition

Put A into a kernel function gives: 





Answer: ACD

• (A): correct. 
• A larger C means that we focus more on correctly classifying examples.
• The optimizer would rather get weaker L2 regularization to achieve that.

• (B): incorrect.

One-versus-one: 9/19 lecture slides, page 23



Answer: ACD

• (C): correct.
• For each pair of classes, train a SVM to separate these two classes.

One-versus-one: 9/19 lecture slides, page 23



Answer: ACD

• (D): correct.





Answer: ABCD

• (A): correct.

10/03 lecture slides, page 45



Answer: ABCD

• (B): correct.
• The process of building a decision tree (e.g., ID3) involves recursively splitting nodes based on chosen 

features until a stopping criterion is met.

10/03 lecture slides, page 44



Answer: ABCD

• (C): correct.

10/03 lecture slides, page 38



Answer: ABCD

• (D): correct.

10/03 lecture slides, page 46





Answer: ABCD
• (A): correct. 

• Left child node: 20 +, 40 -, => p(+) = 20/60 = 1/3, p(-) = 40/60 = 2/3.

• (B): correct.
• Right child node (the rest of examples): 30 +, 10 -, => p(+) = 3/4, p(-) = 1/4. 



Answer: ABCD
• (C): correct. 

• Each child node: 25 +, 25 -, => p(+) = p(-) = 1/2.

• (D): correct.
• T1:

• T2: 

Conditional entropy: 10/03 lecture slides, page 2

= 0.693 > 0.607





Answer: BD

• (A): incorrect. It is not guaranteed.
• (B): correct.

• (C): incorrect.

• (D): correct.

10/03 lecture slides, page 58, page 59
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