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• Two initial centers: c1 (1.5, 1.5) and c2 (6.5,0.5).
• K-means algorithm:

1. Assign each point to the closest cluster.
2. Updates the center based on the assignment.
3. Return to step 1 if not converged.

K-means: 10/24 lecture slides page 13-17.



• Two initial centers: c1 (1.5, 1.5) and c2 (6.5,0.5).
• Add points to cluster 1.
• Average x-coordinate:

• New center: (2,1)

• Average y-coordinate: 



• Two initial centers: c1 (1.5, 1.5) and c2 (6.5,0.5).
• Add points to cluster 2.
• Average x-coordinate:

• New center: (5.5,1)

• Average y-coordinate: 



• Two new centers: c1 (2, 1) and c2 (5.5,1).
• Check for convergence:

• Check if there is any change of assignments of points.
• There is none.







• Two initial centers: c1 (2.5, 0.5) and c2 (5.5,1.5).
• Add points to cluster 1.
• Average x-coordinate: 2.
• Average y-coordinate: 1.

• New center: (2,1).

• Add points to cluster 2.
• Average x-coordinate: 5.5.
• Average y-coordinate: 1.

• New center: (5.5,1).



• Two initial centers: c1 (2.5, 1.5) and c2 (5.5,0.5).
• Add points to cluster 1.
• Average x-coordinate: 2.
• Average y-coordinate: 1.

• New center: (2,1).

• Add points to cluster 2.
• Average x-coordinate: 5.5.
• Average y-coordinate: 1.

• New center: (5.5,1).





• We know that the density function for “X=x” under θ is:

• We observe data points  , from this distribution.
• So the likelihood of seeing all these observations together is:
  

𝑃 𝑋 = 𝑥1; 𝜃 ∗ 𝑃 𝑋 = 𝑥2; 𝜃 ∗ ⋯ ∗ 𝑃 𝑋 = 𝑥𝑛; 𝜃 =



𝑃 𝑋 = 𝑥1; 𝜃 ∗ ⋯ ∗ 𝑃 𝑋 = 𝑥𝑛; 𝜃 =

Θ0
Why? Here is an example.

x𝑥1 𝑥3 …
max

𝑛
𝑥𝑛

If the biggest value of x is ≤ θ, (max
𝑛

𝑥𝑛 ≤ 𝜃), the product is 1 * 1 * … * 1 = 1.



𝑃 𝑋 = 𝑥1; 𝜃 ∗ ⋯ ∗ 𝑃 𝑋 = 𝑥𝑛; 𝜃 =

Θ0
Why? Here is an example.

x𝑥1 𝑥3 …
max

𝑛
𝑥𝑛

If the biggest value of x is > θ, (max
𝑛

𝑥𝑛 > 𝜃), the product is 1 * 1 * … * 0 = 0.



• Therefore, the likelihood is:

• To find the MLE:

Relevant materials: 10/24 slides page 35. 

• If 𝜃 < max
𝑛

𝑥𝑛, 𝑃 𝑥1, … , 𝑥𝑁; 𝜃 = 0.

• If 𝜃 ≥ max
𝑛

𝑥𝑛, 𝑃 𝑥1, … , 𝑥𝑁; 𝜃 =
1

𝜃𝑁.

•
1

𝜃𝑁 is a decreasing function of θ, given that N > 0.
• So we have Roughly it looks like this, the 

shape of 1

𝜃𝑁 depends on the value 
of N. 

Θmax
𝑛

𝑥𝑛





• X is distributed according to a mixture of two uniform distributions with

• U is the uniform distribution:

•  
• Use EM algorithm to approximately find the MLE.

• Write down the explicit form of this posterior distribution without using the proportional notation.
• write down explicitly the expected complete log-likelihood using 
 

• We do not know which distribution 𝑥𝑛 is from.
• E-step: Estimate how likely each data point 𝑥𝑛 comes from each component.

=
𝑃 𝑧𝑛 = 𝑘, 𝑥𝑛; 𝜃1, 𝜃2, 𝑤1, 𝑤2

𝑃(𝑥𝑛)
By Bayes’ rule

“is proportional to”

10/24 slides page 36



• X is distributed according to a mixture of two uniform distributions with

• U is the uniform distribution:

•  
• Use EM algorithm to approximately find the MLE.

• Write down the explicit form of this posterior distribution without using the proportional notation.
• write down explicitly the expected complete log-likelihood using 
 

From the problem definition:

Put in the definitions.



• X is distributed according to a mixture of two uniform distributions with

• U is the uniform distribution:

•  
• Use EM algorithm to approximately find the MLE.

• Write down the explicit form of this posterior distribution without using the proportional notation.
• write down explicitly the expected complete log-likelihood using 
 

=
𝑃 𝑧𝑛 = 𝑘, 𝑥𝑛; 𝜃1, 𝜃2, 𝑤1, 𝑤2

𝑃(𝑥𝑛) We have shown that, 𝑃 𝑧𝑛 = 𝑘, 𝑥𝑛; 𝜃1, 𝜃2, 𝑤1, 𝑤2  
✓

Marginal likelihood.



• X is distributed according to a mixture of two uniform distributions with

• U is the uniform distribution:

•  
• Use EM algorithm to approximately find the MLE.

• Write down the explicit form of this posterior distribution without using the proportional notation.
• write down explicitly the expected complete log-likelihood using 
 

The expectation over the distribution of the latent variable 𝑧𝑛 



• X is distributed according to a mixture of two uniform distributions with

• U is the uniform distribution:

•  
• Use EM algorithm to approximately find the MLE.
 

• M-step: update our guesses for 𝜃1, 𝜃2, 𝑤1, 𝑤2

• Solve for 𝑤𝑘 (10/24 lecture slides page 47 and 48)



• X is distributed according to a mixture of two uniform distributions with

• U is the uniform distribution:

•  
• Use EM algorithm to approximately find the MLE.
 

• M-step: update our guesses for 𝜃1, 𝜃2, 𝑤1, 𝑤2

• Solve for 𝜃𝑘:

Drop points with  



• X is distributed according to a mixture of two uniform distributions with

• U is the uniform distribution:

•  
• Use EM algorithm to approximately find the MLE.
 

• M-step: update our guesses for 𝜃1, 𝜃2, 𝑤1, 𝑤2

• Solve for 𝜃𝑘: Similar to Problem 2 (a) in this exercise.

• If 𝜃𝑘 <        , ln(-) function goes to -∞.

•  If 𝜃𝑘 ≥       ,      is a decreasing function of 𝜃𝑘

•  So, the max is: 
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