CSCI 567 Spring 2024, Exam 1
Instructor: Vatsal Sharan
Time limit: 2 hour and 20 minutes

Problem | 1 2 3 4 5 6

Max 21 13 8 8 10 14
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1

Multiple choice questions (21 points)

IMPORTANT: Select ALL options among {A,B,C,D} that you think are correct (no justification
needed). You get 0.5 point for selecting each correct option and similarly 0.5 point for not selecting
each incorrect option. You get 1 additional point for selecting all four options correctly.

(1)

Which of the following statements are true about gradient descent (GD)?

(A) Increasing the step size/learning rate of GD may help GD converge faster.

(B) Increasing the step size/learning rate of GD may cause it to not converge at all.

(C) GD (with a suitable step size) will converge to an approximate stationary point, even for
non-convex functions.

(D) GD can be used to solve logistic regression.

Your answer (select all among A,B,C,D which are true):

Consider a linear model with 100 input features, out of which 10 are highly informative about
the label and 90 are non-informative about the label. Assume that all features have values
between -1 and 1. Which of the following statements are true?

(A) ¢; regularization will encourage most of the non-informative weights to be exactly 0.0.
(B) ¢; regularization will encourage most of the non-informative weights to be nearly (but
not exactly) 0.0.

(C) ¢5 regularization will encourage most of the non-informative weights to be exactly 0.0.
(D) £5 regularization will encourage most of the non-informative weights to be nearly (but
not exactly) 0.0.

Your answer (select all among A,B,C,D which are true):

Which of the following options will decrease the generalization gap (difference between test
error and training error) of a machine learning model?

(A) Use more data to learn the model.

(B) Add /5 regularization on the parameters when learning the model.

(C) Consider a more complex model class, which is a super-set of the original function class.
(D) Simplify the model by reducing its complexity.

Your answer (select all among A B,C,D which are true):

Which of the following statements about kernel methods is correct?

(A) Kernel methods are only applicable to linearly separable datasets.

(B) We need to save the kernel matrix for the training dataset in order to make predictions
on test points using kernel methods.

(C) Kernel methods are most useful when the primary objective is to reduce overfitting by
simplifying the decision boundary in the original feature space.

(D) Kernel methods allow operating in a high-dimensional feature space without explicitly
computing the feature vectors in that space.

Your answer (select all among A B,C,D which are true):
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(5) Which of the following is a kernel function?
(A) k(z, ') =x "2’
(B) k(z, ')
C) k(z, ) =x"z+z'Tx'
(D) k(z,2') = [l — 2'||3

Your answer (select all among A,B,C,D which are true):

(6) Which of the following are true statements about supervised learning?

(A) The test set should not be used to train the model, but can be used to tune hyper-
parameters.

(B) The generalization gap (difference between test and training errors) generally decreases
as the size of the training set increases.

(C) We cannot estimate the risk of a predictor (its average error on the data distribution)
solely with the data used to train it.

(D) If training and test data are drawn from different distributions, then low error on the
training set may not guarantee low error on the test set even if the size of the training set is
sufficiently large.

Your answer (select all among A B,C,D which are true):

(7) Figure 1 shows various training/test classification error curves as parameters for training
k-nearest neighbors are varied. Select all options which represent reasonable relationships
between the considered parameters and obtained error(s).

5 5 3 5
s g ¢ s \
Number of nearest neighbors k Number of nearest neighbors k Number of nearest neighbors k Number of training samples
(a) (b) (c) (d)

Figure 1: Possible curves for k-nearest neighbors (select all which are reasonable)

(A) Fig la is a reasonable plot of training error as the number of nearest neighbors k used to
make a prediction is increased.

(B) Fig 1b is a reasonable plot of training error as the number of nearest neighbors k used to
make a prediction is increased.

(C) Fig lc is a reasonable plot of test error as the number of nearest neighbors k used to make
a prediction is increased.

(D) Fig 1d is a reasonable plot of test error as the number of training datapoints used to train
a k-NN model with £ = 5 is increased.

Your answer (select all among A,B,C,D which are true):
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2 Short answer questions (13 points)

2.1 Gradient descent (6 points)

Consider the function depicted in Figs. 2a and 2b. On the left we have a 3-d plot of the function,
on the right we have a contour plot of the same function

Figure 2: A 3-d plot and contour plot of the same function.

(a) Is the function convex? Explain. How many local minima does the function have?(2 points)

(b) Suppose we use gradient descent to minimize the function. Will gradient descent always
find the global minimizer of the function? Explain. (2 points)

(c) Fig 3 shows the iterates of some run of gradient descent. Comment on the behavior of
gradient descent seen in this plot, and suggest how you can improve the convergence. (2 points)
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Figure 3: Gradient descent iterates denotes from some initialization denotes with red dots

2.2 Kernels on strings (4 points)

We consider a kernel function defined over strings in this problem. A string is just a sequence of
characters, and in this question we will assume that it only consists of lower-case letters. Given any
two strings s; and so, define the kernel

k(s1,s2) =| {all lower-case letters which appear at least once in both s; and sq} | .

Informally, k(s1,s2) just counts the number of letters which occur in both the strings (| - |
here denotes the cardinality of a set). As an example k(‘machine’,‘learning’) = 4 since the let-
ters a, e, i, n appear in both the words. Find an explicit feature transformation ¢(s) such that

k(s1,52) = ¢(51)T p(s2).

This content is protected and may not be shared, uploaded, or distributed. )



2.3 Linear classification

(3 points)

Consider the following program which learns a linear classifier w € R? based on training data

(1,91), -+, (Tn,yn) € R? x {£1} by taking repeated passes over the data.

Algorithm 1: Linear classifier

Input : A training set (1,v1),--., (Tn,Yn) € RE x R
Initialize w <+ 0;
Initialize not-converged < True;
while not-converged do
Set not-converged < False
for i in {1,...,n} do
Make a prediction § = SIGN(w
if § # y; then
w<— w+ Yy,
not-converged < True

Tax;) using w

Explain why the above algorithm will never terminate on the training dataset in Fig. 4a but

will terminate on the dataset in Fig. 4b.
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Figure 4: Two binary classification datasets, where red, plus signs denote label +1, and the green,

minus signs denote the label -1.
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3 A machine learning competition (8 points)

Your friend Bob is working on on a machine learning competition on Kaggle, and you are advising
him based on your new found machine learning expertise from CSCI567. The competition is a binary
classification task, and has a training dataset with n datapoints (z1,v1), ..., (Tn,yn) € R x {£1}.
You suspect the data may be linearly separable, and advise Bob to train a linear model.

(a) Bob has decided on the following objective function to find the linear predictor w:

n

Fw) = Z(SIGN(wTiBi) — i),

i=1

where SIGN(-) denotes the sign function. Bob now wants to minimize F'(w) using stochastic gradient
descent (SGD). Your 567 training tells you this is not a good idea. Explain to Bob why it will be
difficult to minimize F(w) using SGD. (2 points)

(b) You advise Bob to use the hinge loss £pinge(yw?x) = max(1 — ywTz,0) to learn a linear
predictor. Bob follows your advice, and writes the following code to find the gradient with respect
to a point.

Algorithm 2: Bob’s code to find the gradient for datapoint (x,y)

Input : Datapoint (z,y) € R? x {£1}, current iterate w
if yw”x > 1 then
‘ grad = 0;
end
else
for 1 < j < d do
grad[j] = —y = z[j];
/* Here x[j] denotes the j—th coordinate of input x */
end
end
Output: grad

You know that the code will be more simple and computationally efficient if Bob uses vector
notation instead of a for loop to iterate over all d coordinates. Write the gradient in vector notation
in order to substitute the for loop. (2 points)
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(c) Bob is not getting high accuracy with a linear predictor, so you advise him to use feature
transformation ¢(x). Bob suggests using the transformation ¢(x) = Ax to every datapoint x for
some suitably chosen matrix A € R™*? and then train a linear classifier in the transformed space.
Explain to Bob why this transformation will not help at all. (2 points)

(d) Based on your advice, Bob is now trying various kernels to fit his data. A polynomial kernel
k(z,x') = (xTx' + ¢)™ seems to be working well, and Bob is picking the degree of the polynomial
kernel m based on the value which gets the highest accuracy on the training set. Explain to Bob
why this is not good machine learning practice, and why this might cause him to do poorly in his
competition. (2 points)
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4 Modified logistic regression (8 points)
In class, we defined the logistic loss for a linear predictor w on a labeled datapoint (x,y) as follows,
liog(w, a, y) = log(1 + exp(—yw” z)).

Consider the following variation of the logistic loss,

log(1 + exp(—w?Tx)) ify=1,
gnewflog(w, Z, y) = T :
0.011log(1 + exp(w'x)) ify=—1.
(a) Explain how this modified logistic 10ss £new—10g(w, &, y) would differ from the original logistic
loss £1oq(w, z,y). (2 points)

(b) Consider the binary classification dataset of points in two dimensions in Fig. 5. Here the

red, plus signs denote the label 41, and the green, minus signs denote the label -1.
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Figure 5: Binary classification dataset

If we train a linear predictor on this data using £yew—iog(w, x,y), then which of wy or ws is
more likely to be the decision boundary of the linear classifier? Explain. (2 points)
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(c) Given a dataset (x1,v1), ..., (Tn,yn) € R xR, we will use Lpew—1og(w, ,y) to learn a linear
model w € R?%. To do this, we can minimize the empirical risk given by F(w),

n

1

r = - gwew— o s Liy Yi)- 1

(@) = o 3 by, (1)

For a fixed ¢, write down the gradient V¥,,cy—i10g(W, &4, Yi) of lpew—10g(W, i, y;) with respect to

w (show your derivation), then fill in the missing details in the while-loop of the algorithm below
which applies SGD to minimize F'. (4 points)

Algorithm 3: SGD for minimizing Eq. (1)

Input : A training set (€1,1),...,(Tn,yn) € R x R, learning rate > 0, number of
iterations T’

Initialization: w = 0;

while T iterations are not complete do

end
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5 Linear regression with non-uniform regularization (10
points)

Consider a modification of the standard linear regression setup where we have a different regulariza-
tion penalty on different coordinates of the predictor. Formally, we consider the problem of finding
a linear predictor w € RY using a dataset of n datapoints (x1,¥1),..., (Tn,yn) € R x R, with the
following regularized objective,

n d/2 d
2
Gw) =) (wiei—y) +M D> wi+r > w
i=1 j=1 j=d/2+1
d/2 d
:||Xw—y||§+/\12wj2»+/\2 Z w?
j=1 j=d/2+1

Here wj is the j-th coordinate of the predictor w, X is the n x d matrix whose i-th row is x],

y be the n-dimensional column vector whose i-th coordinate is y;, and Ay, Ao > 0.

(a) Suppose we want to encourage the model to have smaller values in the first d/2 coordinates
of w compared to the the last d/2 coordinates. Which of these would be a suitable relationship
between A; and Ay to achieve this? (a) Ay > Ag, (b) A2 > A;. Explain in 1-2 sentences. (2 points)

(b) For some diagonal matrix D € R?*?4 show that the objective can be written as follows in
matrix form,

G(w) = | Xw — y|?> + w” Dw. 2)

Your answer should specify what each entry of D should be. (2 points)
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(c) Let w* = argmin,, cps« G(w). Show that the closed-form solution w* which minimizes Eq 2,
is given by the following;: (4 points)

w, = (X"X + D) X"y

(d) For this last part, assume X7 X = I. Let 8; be the j-coordinate of the vector Xy (i.e.,
the inner product of the j-th row of X7 with y). Derive an expression for the j-coordinate w; of
w* (your expression can involve wj, A1, A2 and ;). (2 points)
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6 Support Vector Machines (14 points)

Consider a binary classification dataset with four points {(z;,v;),7 € [4]} where 2; € R and y €

{£1}. We will take (z1,y1) = (=2, —1), (z2,y2) = (=1,1), (x3,93) = (1/2, 1), (24,94) = (3,-1).
The points are shown in the figure below.

S LR SR
-3 -2 -1 0 1 2 3
Figure 6: Dataset of points in 1 dimension. Blue circles denote a label of -1, red crosses denote +1.

(a) Can the four points shown in Figure 6, in their current one-dimensional feature space, be
perfectly separated with a linear separator? Why or why not? (2 points)

(b) Now we define a simple feature mapping ¢(x) = [z, 2%]T to transform the four points from
a one to a two-dimensional feature space. Plot the transformed points in the new two-dimensional
feature space. You can fill in the 2-D plot below.

Figure 7: 2-D plot

Verify that the points are now separable in this new feature space by providing any linear
decision boundary that separates the points. (2 points)
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(c) For the rest of this question, we will use the feature mapping ¢(x) = [x,2%]T from the
previous part, and let k(x;,x;) be the kernel function associated with this feature mapping. Fill
in the 3 missing entries ¢, co, c3 in the 4 x 4 kernel matrix K of the four data points based on the
kernel function k(xz;, z;): (2 points)

20.0 6.0 c1 30.0
6.0 c2 —-0.25 6.0
cs —0.25 03125 3.75
30.0 6.0 3.75  90.0

K =

(d) Recall that the dual SVM formulation for separable data {(z;,v;),% € [4]} is given by,

1
I{I}?}( ;ai 3 Zyiyjaiajk(xiyxj)

.3

st. Y ai=0 and o; >0, Vie {1,234}

Use your 2-d plot from part (b) to conclude which of the «; should be non-zero in this dual
formulation (you do not need to solve the dual problem for this part). (Hint: Use the fact that
SVM finds the max-margin solution for separable data, and the support vectors for separable data
are the points that are tight with respect to the maz-margin constraints.) (2 points)

(e) Using the kernel function from part (c), write down the dual formulation for the dataset.
Please use your answer from the previous part to simplify the dual formulation by only considering
the a; that should be non-zero. (2 points)
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(f) Solve your dual formulation to find the optimal value for all {«;, 4 € [4]}.
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(4 points)
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